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Abstract. Toddler nutritional status is an essential indicator in assessing public welfare and health. 

At Rongga Koe Village Health Post, determining nutritional status is still done manually, so it takes 

a long time and is prone to errors. This study aims to develop a classification system for toddler 

nutritional status using the K-Nearest Neighbors (k-NN). The data used was 100 samples with five 

parameters: gender, age, weight, height, and upper arm circumference. The classification process 

was carried out with variations in the ratio of training and testing data (90:10, 80:20, 70:30, 60:40), as 

well as the k value and distance calculation method (Euclidean, Manhattan, Chebyshev, 

Mahalanobis). The results showed that the best combination was obtained at a ratio of 90:10 and a k 

value = 9 with the Mahalanobis Distance method, which achieved the highest accuracy of 85.7%. 

This study proves that the K-NN method is effective in helping to classify nutritional status digitally 

and more efficiently. 
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INTRODUCTION 

Nutritional status is one of the key indicators reflecting societal welfare and is closely associated 

with public health [1] Toddlers represent a vulnerable age group due to their critical phase of growth 

and development. Therefore, it is essential to consider factors that may increase the risk of nutritional 

disorders to prevent malnutrition [2]. Nutritional status can be assessed through two primary methods: 

laboratory examinations and anthropometric measurements. According to the Decree of the Minister 

of Health of the Republic of Indonesia No. 1995/MENKES/SK/XII/2010, the Ministry of Health 

recommends the use of anthropometric parameters, which include age, body weight, body 

length/height, and Body Mass Index (BMI) [3]. 

At the Rongga Koe Village Health Post, the nutritional status of toddlers is assessed based on 

parameters such as sex, age, height, and mid-upper arm circumference. These measurements are 

recorded in the Healthy Menu Card and documented in the toddler nutritional status monitoring form. 

Subsequently, the data are compared against reference tables provided in the guideline book to classify 

nutritional status into three categories: normal, undernutrition, and severe undernutrition [4]. The 

current method of determining nutritional status is still manual, which requires considerable time. Data 

mining techniques are necessary to address this issue and optimize data processing and decision-

making [5]. 
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One technique commonly used in data mining is classification [6]. Classification is a data 

grouping technique that falls under supervised learning, where the goal is to assign class labels to 

previously unlabeled data [6], [7]. Various classification algorithms have been employed to assess 

nutritional status, including Artificial Neural Networks (ANN) [8], Support Vector Machine (SVM) [9], 

Naive Bayes, and k-Nearest Neighbors (k-NN). Among these methods, k-NN gets the highest level of 

accuracy [10]. 

This study aims to classify the nutritional status of toddlers at the Rongga Koe Village Health 

Post using the k-NN method. The analysis includes evaluating different training and testing data ratios 

[11], calculating distance [12],  the optimal number of neighbors (k value) [13]. 

 

METHOD 

In this study, the k-Nearest Neighbors (k-NN) algorithm is utilized to classify the nutritional 

status of toddlers by analyzing a combination of anthropometric and demographic data. As a non-

parametric and instance-based learning approach, k-NN determines the classification of a new data 

point by referencing the most frequent class among its k nearest neighbors within the multidimensional 

feature space. The methodology starts with data preparation and preprocessing, followed by testing 

multiple train-test data splits (such as 70:30 and 80:20) to assess the model's consistency and predictive 

capability. 

To measure the similarity between instances, suitable distance metrics—typically Euclidean or 

Manhattan distance—are applied, with the choice depending on data characteristics and scaling. The 

value of k is optimized through empirical testing and validation procedures, such as cross-validation, 

to reduce overfitting or underfitting and achieve optimal classification accuracy. 

Key input features in this classification include sex, age in months, body weight, height, and mid-

upper arm circumference (MUAC)—all of which are essential in evaluating a child’s nutritional health. 

These variables may be used in raw form or converted into standardized nutritional indicators like 

WAZ (weight-for-age), HAZ (height-for-age), and WHZ (weight-for-height), based on WHO standards. 

 

Data source 

The primary data for this study were obtained from the Rongga Koe Village Health Post 

(Poskesdes Rongga Koe). The dataset consists of 100 data entries and includes five attributes. The data 

contain categorical and numerical variables, with categorical variables converted into numerical format 

for analysis. 

 

Handling Missing Value  

Missing value or missing data refer to instances where some or all information is unavailable in 

a data observation [14]. They commonly occur when values in specific assessment attributes are not 

recorded [15]. If not adequately addressed, missing value can introduce bias into the analysis and 

reduce the validity of research outcomes. Therefore, appropriate techniques must be applied to handle 

missing values before model training.  

 

k-Nearest Neighbors (k-NN) 

K-NN is a classification method that determines an object's class based on the k value [16].  The 

parameter k determines the number of nearest neighbors used in decision-making [17], [18]. 

Determining the nearest neighbor in k-NN depends on the distance calculation method chosen. Some 

distance calculations that can be used include [19]: 

1. Euclidean Distance 

Calculating the distance between 2 points in the feature space 

𝑑𝑒𝑢𝑐(𝑥, 𝑦) = √∑ (𝑥𝑗 − 𝑦𝑗)2𝑑
𝑗=1      (1) 

Description: 

x = data; y = label (ourput) 
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2. Manhattan Distance 

𝑑𝑚𝑎𝑛(𝑥, 𝑦) = ∑ |𝑥𝑗 − 𝑦𝑗|𝑑
𝑗=1       (2) 

3. Chebyshev Distance 

𝑑𝑐ℎ𝑒(𝑥, 𝑦) =  |𝑥𝑗 − 𝑦𝑗|
1≤𝑘≤𝑑

𝑚𝑎𝑥
      (3) 

4. Mahalanobis Distance 

Mahalanobis Distance is closely related to the relationship between variables in a dataset through 

a covariance matrix [20]. This method measures the distance of a point to the center of the data 

distribution, considering the variability and correlation between features. In its application, the 

data center value can be determined using the Mean or Median, depending on the dataset's 

characteristics. The calculation of Mahalanobis Distance is expressed in matrix and vector form, 

with the general equation [21]: 

If N is odd, then    𝑚𝑒𝑑 =  𝑋
(

𝑁

2
+1)

      (4) 

 

If N is even, then    𝑚𝑒𝑑 =  
𝑋

𝑁

2
 + 𝑥

(
𝑁
2 +1)

2
     (5) 

 
Description: 

Xi = i-th data in a data set, where i =1,2,…,n; N = number of samples in a data set 

 

The computation of Mahalanobis distance involves matrix and vector representation and is 

expressed through the general formulation presented in Equation (6). 

𝐷2 = (𝑥𝑖 − 𝑚𝑒)𝐶−1(𝑥𝑖 − 𝑚𝑒)𝑇    (6) 

Description: 

𝑥𝑖= Variance of each data from 1 to N; me = The central value of a group of variables; C-1 = Invers matriks 

covarian 

 

RESULTS AND DISCUSSION  

Results 

Table 1 presents a subset of the dataset utilized in this study. Before analysis, the data were 

preprocessed to identify and address missing values. No missing values were found in the dataset 

obtained from the health center. Subsequently, categorical variables were encoded into numerical 

format. For instance, in the sex category, 'M' (male) was encoded as 1, and 'P' (female) as 0. 

Table 1. Dataset 

No. Name Sex 
Age 

(month) 

Weight 

Body 
Height 

LILA 

(cm) 
Status 

1. Name 1 L 59 16 105 16 Normal nutritional 

2. Name 2 P 59 15 100 15.8 Normal nutritional 

3. Name 3 L 58 17.8 98 17 Normal nutritional 

4. Name 4 L 57 13.3 100 14 Undernutrition 

5. : : : : : : : 

6. : : : : : : : 

7. Name 100 P 48 14 88 16 Normal nutritional 

 

Table 1 presents the dataset, which was subsequently divided into training and testing subsets 

using proportions: 90:10, 80:20, 70:30, and 60:40. and 60:40. Following this division, the data were 

classified. This study's classification was performed using the Orange data mining software. 
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Figure 1. Implementation of Data Analysis  

 

Figure 1 illustrates the k-NN classification process using the Orange data mining software. The 

classification procedure was repeated multiple times to ensure robustness. In addition to evaluating 

the division of training and testing data, this study also investigated the impact of distance metrics on 

classification performance. Table 2 presents the accuracy of the k-NN classifier using Euclidean 

distance calculations for various values of the number of neighbors (k). 

Table 2. Results of k-NN Classification Accuracy Using Euclidean Distance 

Data Ratio k = 3 k = 5 k = 7 k = 9 

90:10 81.8% 79.1% 79% 79.2% 

80:20 77.5% 75.5% 75.9% 75.9% 

70:30 76.7% 75.9% 76.2% 76.1% 

60:40 73.9% 73.9% 74.1% 74.8% 

 

Based on Table 2, the highest classification accuracy, 81.8%, was achieved using a data split ratio 

of 90:10 and a neighborhood value of k = 3. This result indicates that increasing the proportion of 

training data improves the ability of the k-Nearest Neighbors (kNN) model with Euclidean Distance to 

learn and recognize data patterns. Furthermore, a tremendous k value tends to reduce classification 

accuracy. 

Table 3. Results of k-NN Classification Accuracy Using Manhattan Distance 

Data Ratio k = 3 k = 5 k = 7 k = 9 

90:10 80.7% 81.1% 81.6% 82.7% 

80:20 76.6% 77.5% 78.9% 79.6% 

70:30 76.9% 77.9% 79.4% 79.7% 

60:40 74.8% 76.7% 77.9% 78% 

 

The results presented in Table 3 indicate that the optimal performance is achieved with a 90:10 

training-to-testing data ratio and k = 9, yielding an accuracy of 82.7%. In contrast to Euclidean Distance, 

the Manhattan distance metric exhibits a trend of increasing accuracy as the value of k increases. 

Suggests that, within the context of the dataset used in this study, the Manhattan algorithm 

demonstrates greater stability and tolerance to variations in the number of neighbors (k). 
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Table 4. Results of k-NN Classification Accuracy Using Chebyshev Distance  

Data Ratio k = 3 k = 5 k = 7 k = 9 

90:10 79.4% 76.9% 77.7% 76.9% 

80:20 76.1% 74.4% 74.1% 74.1% 

70:30 75.4% 74.1% 74.1% 74.1% 

60:40 72.1% 76.1$ 72.2% 73.1% 

 

Table 4 presents the highest accuracy, 79.4%, obtained with a 90:10 training-to-testing data ratio 

and k = 3. Overall, the accuracy of the Chebyshev algorithm is lower than that of the Euclidean and 

Manhattan algorithms. Furthermore, the accuracy of the Chebyshev algorithm does not show a 

significant improvement, even when varying the value of k or the data ratio. Suggests that the 

Chebyshev algorithm is suboptimal in measuring the proximity between data points in the context of 

toddler nutritional status classification at the Rongga Koe Village Health Post. 

Table 5. Results of k-NN Classification Accuracy Using Mahalanobis Distance 

Data Ratio k = 3 k = 5 k = 7 k = 9 

90:10 82.1% 83% 84.4% 85.7% 

80:20 79.6% 81.1% 83.2% 84.3% 

70:30 79.3% 80.8% 82.7% 82.8% 

60:40 78.2% 80.4% 81.9% 82% 

 

Table 5 presents the highest accuracy achieved, 85.7%, obtained with a 90:10 training-to-testing 

data ratio and k = 9. A clear trend is observed, where an increase in the value of k is directly proportional 

to an increase in accuracy, similar to the pattern observed with the Manhattan distance metric 

 

Discussion 

Table 6. Summary of k-NN Classification Accuracy 

Distance Metric Data Ratio 
Highest 

Accuracy  

Best k 

Value 
Accuracy Trend 

Euclidean 90:10 81.8% 3 Decreases as k increases 

Manhattan 90:10 82.7% 9 Increases with higher k 

Chebyshev 90:10 79.4% 3 No consistent trend, generally lower 

Mahalanobis 90:10 85.7% 9 Accuracy increases with k 

 

Table 6 summarizes classification accuracy for each distance based on variations in data splitting 

ratios and the number of neighbors (k values). This comparison highlights how different parameter 

configurations influence the performance of the k-Nearest Neighbors (k-NN) method. This study 

successfully applied the k-Nearest Neighbors (k-NN) algorithm to classify the nutritional status of 

toddlers at the Rongga Koe Health Post using the parameters of gender, age, weight, height, and upper 

arm circumference. The results of testing with various data splitting ratios and distance calculation 

algorithms revealed that the optimal combination was achieved with a 90:10 training-to-testing ratio 

and k = 9, using Mahalanobis Distance, which resulted in the highest accuracy of 85.7%. These findings 

suggest that a larger proportion of training data and a more precise selection of the distance metric and 

the k value leads to improved classification accuracy. 

 

CONCLUSION AND SUGGESTIONS  

This study successfully implemented the k-Nearest Neighbors (k-NN) algorithm to classify the 

nutritional status of toddlers at the Rongga Koe Village Health Post, utilizing parameters such as 

gender, age, weight, height, and upper arm circumference. The findings indicate that classification 

accuracy improves with an increase in the proportion of training data and the selection of an 

appropriate distance metric and k value. These results highlight the importance of selecting suitable 
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data partitioning techniques and distance calculation to enhance model performance. For future 

research, it is recommended to utilize a larger and more diverse dataset to improve the generalization 

of the classification results, making them applicable to a broader region. Additionally, employing more 

advanced validation techniques, such as k-fold cross-validation, would contribute to greater reliability 

and stability of the results. 
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