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| Article HistoryReceived: 06-06-2023Revides: 17-07-2023Accepted: 11-12-2023KeywordsK-Nearest Neighbor;Agriculture;Klassen Typology;Confusion Matrix Corresponding Author**Hajra Rasmita Ngemba,**Universitas Tadulako,Tel. 08114536968hajra.rasmita@gmail.com |  | Agriculture is a highly robust sector in Indonesia. This is evidenced in Central Sulawesi Province, where the gross domestic product (GDP) from the agricultural sector, based on constant prices from 2018 to 2021, continues to experience growth. Such conditions suggest that commodities in the agricultural sector have the potential to become export products, enabling a greater economic boost for the region. Before engaging in exports, it is necessary to identify which commodities have potential. One way to determine this is by applying Klassentypology. To simplify the process, it can be implemented in machine learning using the K-Nearest Neighbor algorithm. K-Nearest Neighbor is chosen because this algorithm can handle data containing noise and has good adaptability when given new data. In this research, two machine learning models were developed. The first model is used to classify whether a commodity is advancing or lagging, while the second model is used to classify commodities that grow rapidly and slowly. The highest accuracy obtained from the first model is 96.23%. Meanwhile, the highest accuracy from the second model is 93.49%. |

**PENDAHULUAN**

Pembangunan ekonomi daerah merupakan rangkaian kegiatan yang dikelola pemerintah provinsi bersama pemerintah kota. Pembangunan tersebut menggunakan sumber daya yang ada dan membentuk pola kemitraan antara pemerintah daerah dengan swasta. Tujuannya untuk menciptakan lapangan kerja baru dan mendorong pertumbuhan ekonomi. Oleh karena itu, pemerintah daerah beserta seluruh masyarakatnya harus dapat memperdayai sumber daya yang ada untuk merancang dan membangun perekonomian daerah [1]. Salah satu sumber daya yang besar dan ada di seluruh daerah di Indonesia yaitu ada pada sektor pertanian.

Provinsi Sulawesi Tengah merupakan salah satu provinsi di Indonesia yang memiliki industri pertanian yang kuat. Hal ini dapat dilihat dari Produk Domestik Bruto (PDRB) Provinsi Sulawesi Tengah atas dasar harga konstan 2010. Menurut lapangan usaha, kondisi industri pertanian, peternakan, perburuan dan jasa pertanian terus tumbuh pada tentang tahun 2017 sampai 2021. Berdasarkan data yang ada pada Badan Pusar Statistika (BPS) laju pertumbuhan PDRB provinsi Sulawesi Tengah di tahun 2018 sebesar 3,79%. Di tahun berikutnya pada 2019 dan 2020 pertumbuhan PDRB mengalami perlambatan yaitu berada pada angka 1,81% dan 0,65%, namun di tahun 2021 pertumbuhan PDRB provinsi Sulawesi Tengah meningkat pesat menjadi 6,08% [2]. Dengan kondisi industri pertanian yang kuat ini, provinsi Sulawesi Tengah sangat memungkinkan untuk melakukan kegiatan ekspor produk-produk pertanian dan turunannya.

Sebelum melakukan kegiatan ekspor, perlu menentukan komoditas mana yang menjadi komoditas unggulan atau potensial. Komoditas unggulan merupakan komoditas yang mampu bersaing dengan komoditas yang sama di pasar nasional bahkan basar internasional [3]. Komoditas unggulan ini diharapkan dapat memenuhi permintaan yang tinggi dalam pasar nasional bahkan pasar internasional sehingga akan memberikan nila tambah pada perekonomian daerah.

Salah satu cara yang dapat digunakan untuk menentukan potensi suatu komoditas yaitu *Klassen Typology.* Selain menunjukkan potensial suatu komoditas, *Klassen Typology* juga memberikan informasi bagaimana pertumbuhan komoditas dalam suatu daerah [4]. Untuk menggunakan cara ini diperlukan data produksi komoditas-komoditas yang ada pada sektor pertanian dari tahun ke tahun. Dari data produksi ini akan diolah lagi untuk mendapatkan nilai kontribusi dan pertumbuhan komoditas-komoditas yang ada [5].

*Klassen Typology* tidak dapat diterapkan oleh orang awam. Oleh karena itu perlu dilakukan penyederhanaan untuk mempermudah dalam mengetahui komoditas potensial dari sektor pertanian. Salah satu yang dapat dilakukan untuk mempermudah menentukan komoditas unggulan yaitu dengan menggunakan kecerdasan buatan. Dalam kasus ini algoritma yang dapat digunakan yaitu *K-Nearest Neighbor* (KNN). Algoritma KNN ini bekerja dengan cara mengukur jarak antara objek latih dengan objek ujinya kemudian dikelompokkan berdasarkan jarak terdekat [6].

**METODE**

Penelitian memiliki tujuan untuk melihat apakah algoritma *K-Nearest Neighbor* (KNN) mampu menentukan komoditas yang mempunyai potensi untuk menjadi produk ekspor. Di samping itu penelitian ini juga mencari tahu komoditas apa yang memiliki potensi ekspor di Sulawesi Tengah. Adapun alur tahapan penelitian dilakukan dapat dilihat pada Gambar 1.



**Gambar 1.** Tahapan Penelitian

**Pengumpulan data**

Data yang digunakan dalam penelitian ini yaitu data produksi komoditas di sektor pertanian dengan rentang 4 tahun. Data ini diperoleh dari Badan Pusat Statistika. Data yang diperoleh akan dibagi menjadi dua yakni *data training* dan *data testing* dengan perbandingan 75/25. Total data produksi komoditas pertanian yang digunakan sebanyak 1170 data ditambah dengan 25 data produksi pertanian Provinsi Sulawesi Tengah dari tahun 2018 hingga 2021.

**Metode yang Digunakan**

1. *Klassen Typology*

*Klassen Typology* adalah metode analisis yang dapat digunakan untuk mengidentifikasi sektor, subsektor, perusahaan atau produk utama atau dominan di suatu wilayah [7]. Hasil analisis *Klassen Typology* menunjukkan sektor, subsektor, atau komoditas yang ada dalam keadaan maju atau tidak. Serta bertumbuh cepat atau tidak yang merupakan variabel regional suatu daerah [8]. Dalam penelitian ini *Klassen Typology* digunakan untuk pelabelan data. Data akan diolah untuk mencari kontribusi dan pertumbuhannya. Data kontribusi dari suatu daerah dan satu tingkat di atasnya akan dibandingkan untuk menentukan apakah komoditas dalam suatu daerah tergolong maju atau tertinggal. Sedangkan data pertumbuhan komoditas suatu daerah dan satu tingkat di atasnya juga akan dibandingkan untuk melihat lambat atau tidaknya pertumbuhan komoditas dalam suatu daerah.

1. *K-Nearest Neighbor* (KNN)

*K-Nearest Neighbors* (KNN) adalah salah satu algoritma klasifikasi dalam *machine learning* yang beroperasi berdasarkan prinsip perhitungan jarak. Algoritma ini mengklasifikasikan data berdasarkan mayoritas label dari tetangga terdekat di sekitarnya [9]. Dalam KNN, k adalah parameter yang menentukan berapa banyak tetangga terdekat yang akan dipertimbangkan untuk mengambil keputusan klasifikasi [10]. Algoritma KNN memiliki beberapa kelebihan seperti [11][12][13]:

* KNN adalah algoritma yang sederhana dan intuitif. Tidak ada asumsi yang rumit yang harus dipelajari.
* KNN adalah algoritma berbasis *instance*, yang berarti tidak memerlukan proses pelatihan. Algoritma ini hanya perlu menyimpan dataset pelatihan dalam memori dan dapat langsung digunakan untuk mengklasifikasikan *instance* baru.
* KNN cenderung tahan terhadap *noise* atau *outlier* dalam data. Karena keputusan klasifikasi didasarkan pada mayoritas tetangga terdekat, data yang salah atau tidak representatif memiliki pengaruh yang lebih kecil terhadap hasil akhir.

Berikut adalah perbandingan algortima KNN dengan algortima klasifikasi yang lain:

* *K-Nearest Neighbors* dan *Decision Trees*: KNN adalah algoritma non-parametrik, sementara *Decision Trees* adalah algoritma berbasis aturan. *Decision Trees* cenderung lebih efisien untuk dataset besar dan mampu memilah-milah fitur yang relevan. Namun, KNN dapat lebih baik dalam menangani data dengan *noise* [14].
* *K-Nearest Neighbors* dan *Naive Bayes*: *Naive Bayes* adalah algoritma probabilistik yang memiliki asumsi kuat tentang distribusi data. KNN tidak memiliki asumsi ini, sehingga dapat lebih fleksibel dalam beberapa kasus, tetapi mungkin memerlukan lebih banyak data untuk bekerja secara efektif [15].
* *K-Nearest Neighbors* dan *Support Vector Machines* (SVM): SVM adalah algoritma yang mencoba mencari *hyperplane* yang memisahkan dua kelas secara optimal. SVM dapat lebih baik dalam kasus dengan dataset yang tidak terlalu besar, sedangkan KNN dapat lebih sesuai untuk klasifikasi instance individu tanpa proses pelatihan yang rumit [16].

Adapun langka-langka dari algoritma *K-Nearest Neighbor* sebagai berikut [6]:

* Menentukan nilai K. untuk menentukan nilai K yang memperoleh akurasi yang optimal diperlukan pengujian dengan nilai k yang berbeda.
* Tentukan jarak satu data uji dengan semua data latih. Perhitungan jarak yang dapat digunakan yaitu *Euclidean Distance* yang rumusnya sebagai berikut:

Keterangan:

* Urutkan jarak yang diperoleh dari yang terbesar ke yang terkecil.
* Ambil jarak terdekat sejumlah k
* Hitung jumlah masing-masing kelas dari data yang jaraknya paling dekat tadi kemudian berikan kelas yang sama pada data uji dengan kelas yang jumlahnya paling banyak.

**Pengujian**

*Confusion Matrix* (matriks kebingungan) adalah alat yang digunakan dalam evaluasi kinerja model klasifikasi untuk mengukur sejauh mana model tersebut berhasil memprediksi kelas dari data [17]. *Confusion matrix* menggambarkan hasil prediksi model dengan membandingkan kelas aktual data dengan kelas yang diprediksi oleh model. Biasanya, matriks ini digunakan dalam masalah klasifikasi biner (dua kelas) dan dapat diperluas untuk klasifikasi multi-kelas [18]. *Confusion matrix* memiliki empat dimensi utama, yaitu [19]:

* + *True Positives* (TP): Ini adalah jumlah kasus di mana model memprediksi kelas positif dengan benar, dan kelas aktual juga positif.
	+ *True Negatives* (TN): Ini adalah jumlah kasus di mana model memprediksi kelas negatif dengan benar, dan kelas aktual juga negatif.
	+ *False Positives* (FP): Ini adalah jumlah kasus di mana model memprediksi kelas positif, tetapi kelas aktual adalah negatif. Ini juga dikenal sebagai kesalahan tipe I.
	+ *False Negatives* (FN): Ini adalah jumlah kasus di mana model memprediksi kelas negatif, tetapi kelas aktual adalah positif. Ini juga dikenal sebagai kesalahan tipe II.

Berikut adalah rumus-rumus yang dapat digunakan untuk menghitung beberapa metrik berdasarkan *confusion matrix* [19]:

* Akurasi (*Accuracy*): Akurasi mengukur sejauh mana model benar-benar memprediksi kelas data. Ini dihitung sebagai rasio antara prediksi yang benar (TP + TN) dan total data (TP + TN + FP + FN).
* Presisi (*Precision*): Presisi mengukur sejauh mana prediksi positif yang dibuat oleh model benar. Ini dihitung sebagai rasio antara TP dan total positif yang diprediksi oleh model (TP + FP).
* *Recall* (Sensitivitas atau *True Positive Rate*): *Recall* mengukur sejauh mana model mampu menemukan semua contoh positif dalam data. Ini dihitung sebagai rasio antara TP dan total positif dalam data (TP + FN).

**HASIL DAN PEMBAHASAN**

Dalam penelitian ini akan dibuat dua model yang berbeda berdasarkan tujuan dan *input* datanya. Model yang pertama akan mengklasifikasikan maju atau tidaknya komoditas dalam suatu daerah, data yang digunakan yaitu kontribusi komoditas dalam rentang 4 tahun.

**Hasil**

1. **Pengolahan Data**

Data produksi akan diolah menjadi dua model data. Data yang pertama yaitu data kontribusi suatu komoditas. Data kontribusi ini diperoleh dengan membagi produksi suatu komoditas dengan jumlah produksi pada sektor pertanian. Tabel 1 merupakan contoh dari data kontribusi di tingkat provinsi dan tabel 2 merupakan data kontribusi di tingkat nasional.

**Tabel 1.** Data Kontribusi di Tingkat Provinsi

|  |  |
| --- | --- |
| Komoditas | Kontribusi |
| 2018 | 2019 | 2020 | 2021 |
| Jahe | 0.164549814 | 0.062330413 | 0.28337506 | 0.321855109 |
| Laos/Lengkuas | 0.058332353 | 0.034418163 | 0.04161763 | 0.02409516 |
| Kencur | 0.062111121 | 0.033707883 | 0.10091046 | 0.073722298 |
| Kunyit | 0.714432562 | 0.867658462 | 0.57139563 | 0.57954063 |
| Temulawak | 0.00057415 | 0.001885079 | 0.00270122 | 0.000786803 |

**Tabel 2.** Data Kontribusi di Tingkat Provinsi

|  |  |
| --- | --- |
| Komoditas | Kontribusi |
| 2018 | 2019 | 2020 | 2021 |
| Jahe | 0.382380776 | 0.344892228 | 0.35474317 | 0.468710804 |
| Laos/Lengkuas | 0.129078341 | 0.14909767 | 0.132718394 | 0.117078473 |
| Kencur | 0.066307661 | 0.069809503 | 0.086645199 | 0.083002789 |
| Kunyit | 0.375090624 | 0.377583756 | 0.374199076 | 0.281960239 |
| Temulawak | 0.047142597 | 0.058616842 | 0.051694161 | 0.049247696 |

Model data yang kedua yaitu data pertumbuhan komoditas. Pengolahan ini dilakukan dengan cara mengurangkan produksi komoditas pada suatu tahun dengan produksi di tahun sebelumnya. Setelahnya hasilnya dibagi dengan produksi di tahun sebelumnya. Tabel 3 merupakan contoh dari data kontribusi di tingkat provinsi dan tabel 4 merupakan data kontribusi di tingkat nasional.

**Tabel 3.** Data Pertumbuhan di Tingkat Provinsi

|  |  |
| --- | --- |
| Komoditas | Pertumbuhan |
| 2019 | 2020 | 2021 |
| Jahe | -0.189738994 | 2.594398666 | -0.08841183 |
| Laos/Lengkuas | 0.262119645 | -0.044008011 | -0.535321707 |
| Kencur | 0.160872261 | 1.366842507 | -0.413642403 |
| Kunyit | 1.59782502 | -0.479341772 | -0.185957892 |
| Temulawak | 6.023060797 | 0.132910448 | -0.766220934 |

**Tabel 4.** Data Pertumbuhan di Tingkat Nasional

|  |  |
| --- | --- |
| Komoditas | Pertumbuhan |
| 2019 | 2020 | 2021 |
| Jahe | -0.189423812 | 0.049791677 | 0.402692124 |
| Laos/Lengkuas | 0.07123358 | -0.09796679 | 0.10537047 |
| Kencur | -0.018997562 | 0.212556309 | 0.176163592 |
| Kunyit | -0.065729267 | 0.013811221 | -0.04737934 |
| Temulawak | 0.13719019 | -0.10823125 | 0.171591124 |

1. **Pemberian Label**

Pelabelan dilakukan dengan metode *Klassen Typology.* Terdapat data pertumbuhan dan kontribusi suatu komoditas pada suatu daerah dibandingkan dengan satu tingkat di atasnya.Dari data kontribusi di ambil rata-rata kontribusi di setiap komoditas pada setiap tingkat wilayah kemudian dibandingkan. Suatu komoditas diberi label potensial ketika nilai rata-rata kontribusi di tingkat provinsi lebih besar dari tingkat nasional. Sebaliknya, suatu komoditas dikatakan tidak potensial ketika nilai rata-rata kontribusi di tingkat provinsi lebih kecil dari tingkat nasional. Tabel 5 merupakan hasil dari pelabelan data kontribusi.

**Tabel 5.** Pelabelan Berdasarkan Data Kontribusi

|  |  |  |
| --- | --- | --- |
| Komoditas | Rata-Rata Kontribusi | Label |
| Provinsi | Nasional |
| Jahe | 0.208027598 | 0.387681745 | Tidak potensial |
| Laos/Lengkuas | 0.039615826 | 0.131993219 | Tidak potensial |
| Kencur | 0.067612941 | 0.076441288 | Tidak potensial |
| Kunyit | 0.683256821 | 0.352208424 | Potensial |
| Temulawak | 0.001486814 | 0.051675324 | Tidak potensial |

Sama dengan data kontribusi, data pertumbuhan juga dicari rata-ratanya pada semua komoditas di kedua tingkat wilayah dan dilakukan perbandingan untuk diberi label. Suatu komoditas diberi label bertumbuh cepat jika rata-rata pertumbuhan di tingkat provinsi lebih besar dari tingkat nasional. Sebaliknya, suatu komoditas diberi label bertumbuh lambat jika nilai rata-rata pertumbuhan di tingkat provinsi lebih kecil dari tingkat nasional. Tabel 6 merupakan hasil pelabelan data pertumbuhan.

**Tabel 6.** Pelabelan Berdasarkan Data Pertumbuhan

|  |  |  |
| --- | --- | --- |
| Komoditas | Rata-Rata Pertumbuhan | Label |
| Provinsi | Nasional |
| Jahe | 0.772082614 | 0.772082614 | Bertumbuh cepat |
| Laos/Lengkuas | -0.105736691 | -0.10573669 | Bertumbuh lambat |
| Kencur | 0.371357455 | 0.371357455 | Bertumbuh cepat |
| Kunyit | 0.310841785 | 0.310841785 | Bertumbuh cepat |
| Temulawak | 1.796583437 | 1.796583437 | Bertumbuh cepat |



**Gambar 2.** Hasil Klasifikasi pada Sektor Biofarmaka

Hasil yang di tampilkan oleh sistem yang dapat dilihat pada gambar 2. Pada gambar 2 memberikan informasi bahwa komoditas jahe dan kencur tergolong dalam komoditas yang potensial dan bertumbuh cepat. Komoditas kunyit, lempuyang dan temuireng termasuk dalam komoditas yang potensial namun bertumbuh lambat. Komoditas lengkuas termasuk dalam komoditas yang tidak potensial dan bertumbuh cepat. Komoditas temulawak termasuk dalam komoditas yang tidak potensial dan bertumbuh lambat atau komoditas yang tertinggal.

1. **Pengujian dan Menentukan Nilai k Optimum**

Jika dilihat dari tabel 7 akurasi tertinggi model untuk klasifikasi maju atau berkembangnya suatu komoditas ada ketika nilai k=3. Akurasi dengan nilai k tersebut mencapai angka 96,23% dengan *Precision* 96,58%*, Recall* 95,92%dan *F1 score* 96,25%*.*

**Tabel 7.** Perbandingan Akurasi Berdasarkan Nilai K pada Mode Pertama

|  |  |  |  |
| --- | --- | --- | --- |
| Nilai K | *Precision* | *Recall* | *Accuracy* |
| 1 | 97.16% | 93.20% | 95.21% |
| 3 | 96.58% | 95.92% | 96.23% |
| 5 | 97.20% | 94.56% | 95.89% |
| 7 | 97.16% | 93.20% | 95.21% |
| 9 | 97.18% | 93.88% | 95.55% |

Jika dilihat dari tabel 8 akurasi tertinggi model untuk klasifikasi cepat atau lambatnya pertumbuhan suatu komoditas ada ketika nilai k=7. Akurasi dengan nilai k tersebut mencapai angka 93,49% dengan *Precision* 91,60% dan *Recall* 93,75%.

**Tabel 8.** Perbandingan Akurasi Berdasarkan Nilai K pada Mode Kedua

|  |  |  |  |
| --- | --- | --- | --- |
| Nilai K | *Precision* | *Recall* | *Accuracy* |
| 1 | 92.62% | 88.28% | 91.78% |
| 3 | 88.24% | 93.75% | 91.78% |
| 5 | 90.30% | 94.53% | 93.15% |
| 7 | 91.60% | 93.75% | 93.49% |
| 9 | 88.89% | 93.75% | 92.12% |

1. **Komoditas Berpotensi Ekspor di Provinsi Sulawesi Tengah**

Komoditas memiliki potensi untuk menjadi produk ekspor ketika digolongkan sebagai komoditas yang maju dan bertumbuh cepat. Alasannya agar komoditas tersebut benar-benar dapat memenuhi permintaan pasar global. Provinsi Sulawesi Tengah komoditas yang berpotensi ekspor yaitu kubis, petsai/sawi, tomat, durian, mangga, nangka, rambutan, jahe dan kencur.

**Pembahasan**

Penelitian ini menemukan dua pengujian model yaitu model yang pertama digunakan untuk mengklasifikasikan potensi atau tidaknya suatu komoditas dalam sektor pertanian. Pada pengujian model pertama dengan akurasi yang diperoleh dari model klasifikasi potensi ini yaitu 96.23% dengan jumlah ketegangan (k) 3. Selanjutnya model yang kedua digunakan untuk mengklasifikasikan tingkat perkembangan komoditas di sektor pertanian. Hasil akurasi yang didapatkan dari model kedua tentang klasifikasi pertumbuhan ini yaitu 93.15% dengan jumlah ketegangan (k) 7.

Berdasarkan penelitian ini diketahui bahwa Ppenerapan algoritma *K-Nearest Neighbor* dapat digunakan untuk mencari komoditas yang berpotensi ekspor dalam suatu wilayah. Hasil penelitian ini sejalan dengan penelitian yang dilakukan oleh [20] yang menemukan model sistem menggunakan K-NN untuk mempelajari tanaman dan hasil pertanian. Selain itu juga menemukan cara panen yang efisien. Studi ini berfokus pada kumpulan data pertanian yang diperoleh dari berbagai portal milik beberapa kabupaten di Negara Bagian Karnataka. Kumpulan data diurutkan dengan cara yang terstruktur dengan baik. Algoritma K-NN digunakan untuk model prediksi dan prediksi hasil panen serta diperoleh akurasinya. Selain itu hasil penelitian ini juga selaras dengan penelitian yang dilakukan oleh beberapa peneliti yang menggunakan K-NN untuk hasil pertanian seperti yang dilakukan oleh [21][22][23]. Namun penelitian di lakukan oleh [20] akurasinya hanya 63,63 % untuk model satu dan untuk model kedua hanya 56,66 %. Sedangkan dalam penelitian ini akurasinya sangat baik yaitu di angka 96.23% model satu dan Model dua dengan akurasi 93.15%**.**

**SIMPULAN DAN SARAN**

Dari penelitian ini dapat diambil kesimpulan serta saran bahwa penerapan algoritma *K-Nearest Neighbor* dapat digunakan untuk mencari komoditas yang berpotensi ekspor dalam suatu wilayah. Komoditas pertanian yang memiliki potensi untuk dijadikan produk ekspor baik secara langsung maupun produk turunannya yaitu komoditas kubis, petsai/sawi, tomat, durian, mangga, nangka, rambutan, jahe dan kencur. Dalam penelitian selanjutnya, perlu menambahkan rentang tahun pada data yang digunakan. Tujuannya supaya komoditas yang terklasifikasi berpotensi ekspor memang benar-banar dapat memenuhi permintaan pasar ekspor. Dalam penelitian ini hanya menggunakan algoritma K-Nearest Neighbor, sebaiknya perlu menggunakan algoritma lain agar dapat melihat algoritma mana yang cocok untuk menyelesaikan kasus ini.
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