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**PENDAHULUAN**

Tumbuhan memiliki banyak manfaat dalam kehidupan manusia, contohnya tanaman herbal yang dapat digunakan sebagai obat-obatan [1]. Sejak zaman dahulu, tanaman herbal telah banyak digunakan dalam pengobatan tradisional sebagai alternatif pencegah dan penyembuh penyakit secara alami [2]. Berdasarkan data yang disebutkan WHO, pengguna tanaman herbal mencapai 65% pada negara maju, sedangkan pada negara berkembang penggunaan tanaman herbal mencapai 80%. Di Indonesia sendiri terdapat 30.000 tanaman herbal, namun dari jumlah tersebut hanya sekitar 1.200 tanaman yang dimanfaatkan masyarakat sebagai bahan pengobatan [1]–[3]. Banyaknya jenis tanaman herbal dan kurangnya pengetahuan masyarakat menyebabkan pemanfaatan tanaman herbal masih kurang maksimal [2] [3].

Klasifikasi adalah salah satu bentuk penelitian yang paling sering digunakan untuk membedakan jenis tanaman [2]. Dalam pengobatan tradisional, daun adalah bagian tanaman yang paling banyak dimanfaatkan karena lebih mudah didapatkan dibandingkan bagian tanaman yang lain contohnya akar tanaman [2] [3]. Sedangkan, dalam pengklasifikasian daun mudah dibedakan karena setiap daun memiliki ciri seperti bentuk dan tekstur yang beragam [3], [4]. Menurut Jana Wäldchen dan Patrick Mäder [3] fitur bentuk dan tekstur daun adalah ciri yang paling umum digunakan untuk klasifikasi daun. Sedangkan fitur warna lebih banyak digunakan dalam klasifikasi bunga. Proses identifikasi jenis tanaman berdasarkan fitur daun disebut dengan pengolahan citra digital [1] [5].

Klasifikasi citra digital telah banyak dilakukan oleh penelitian sebelumnya, seperti penelitian oleh Febri Liantoni dan juga Nugroho pada tahun 2015. Klasifikasikan daun herbal yang menghasilkan nilai akurasi sebesar 75% dengan metode *Naïve Bayes Classifier,* sedangkan dengan metode KNN*,* nilai akurasi yang didapatkan sebesar 70,83% [4] .

Pada penelitian [6] klasifikasi citra digital dilakukan untuk mengidentifikasi daun empon-empo menggunakan algoritma KNNdan ekstraksi fitur bentuk daun menggunakan metode *Grey Level Co-Occurrence Matrix* (GLCM).Penelitian ini mendapatkan hasil akurasi sebesar 92% menggunakan perhitungan 9-*fold cross validation.* Penelitian [2] mengidentifikasi daun herbal menggunakan dua metode yaitu CNNdan *Raspberry Pi,* yang mendapatkan dua hasil yaitu nilai akurasi pada saat *training* data sebesar 94,45%, sedangkan pada saat *testing* data, diperoleh nilai akurasi sebesar 93,62% untuk *testing* data secara *offline* dan 91,04% untuk *testing* data secara *online.*

Berdasarkan beberapa penelitian terdahulu, diketahui bahwa banyak metode yang dapat digunakan dalam pengklasifikasian. Pada penelitian ini akan menggunakan metode KNN dan CNN menggunakan ekstraksi fitur FD*.* Penelitian ini bertujuan untuk membandingkan metode KNN dan CNN menggunakan ekstraksi fitur FD dalam mengklasifikasikan tanaman herbal agar lebih mudah dibedakan dengan menggunakan kelor dan katuk sebagai objek penelitian.

**METODE**

Pada penelitian ini terdapat beberapa tahapan, mulai dari tahap pengambilan data sampai dengan pengolahan data hingga mendapatkan hasil pengklasifikasian. Alur penelitian dirancang seperti pada Gambar 1.

1. *Dataset*

Seluruh data pada penelitian ini berupa citra tanaman herbal yang dikumpulkan dalam bentuk gambar. Pengambilan gambar menggunakan kamera *handphone* dengan spesifikasi kamera sebesar 64 *megapixel.* Kumpulan data citra terdiri dari dua kategori tanaman yaitu kelor dan katuk. Data dari tiap jenis daun terbagi kedalam dua *scenario* pengambilan gambar yaitu citra gelap dan citra terang, di mana keseluruhan data berjumlah 480 data, yang dibagi menjadi 20% data *testing* dan 80% untuk data *training*. Contoh kondisi citra yang digunakan dalam penelitian ini dapat dilihat pada Tabel 1.

**Tabel 1.** Contoh *Dataset* Daun *Preprocessing* Citra

|  |  |  |
| --- | --- | --- |
| Kondisi | Katuk | Kelor |
| Gelap |  |  |
| Terang |  |  |

*Preprocessing* atau pemrosesan awal pada penelitian ini terdiri dari beberapa proses, diantaranya yaitu proses *labelling, cropping, grayscale*, dan *resize. Labelling* atau penamaan pada gambar adalah proses yang bertujuan agar objek gambar lebih mudah dikenali dan memudahkan dalam pengelompokan *dataset*. Proses *cropping* merupakan tahap pemotongan gambar yang bertujuan untuk mendapatkan citra daun yang lebih jelas, dengan membuang bagian dari gambar yang tidak diperlukan, dan menyisakan gambar daun saja. *Grayscale* adalah proses konversi warna daun kedalam warna abu-abu, yang bertujuan agar dapat memperjelas tekstur tulang daun. *Resize* merupakan proses di mana ukuran dari tiap gambar disamakan menjadi $600 × 600$ *pixel.* Proses ini dikarenakan ukuran gambar yang sangat besar akan mempersulit proses klasifikasi sehingga ukuran gambar perlu diperkecil dan disamakan ukurannya.

1. *Fourier Descriptor*

Penggunaan *Fourier Transformer* (FT) merupakan ekstraksi berdimensi dua yang paling banyak diterapkan [7].FD adalah turunan algoritma FT yang merupakan salah satu metode ekstraksi fitur bentuk yang pertama kali diperkenalkan oleh Ehrlich et al [8], [9]. FDdihitung berdasarkan kontur objek dengan mencatat setiap koordinat suatu *pixel.* proses ekstraksi FD memerlukan proses pembineran objek. Menghilangkan *noise* pada gambar dibutuhkan sebelum proses pembineran karena proses binerisasi sangat *sensitive* terhadap *noise.* Proses *cropping* pada gambar merupakan salah satu bentuk meminimalisasi *noise* pada saat proses binerisasi [9].

Proses ekstraksi FD diawali dengan kontur objek. Selanjutnya, piksel yang telah dikontur ditransformasikan menggunakan *Fast Fourier Transform* (FFT) yang mengacu pada *Discrete Fourier Transform* (DFT). Dalam DFT urutan $X[k]$ untuk$k0,1,…, N1$[10], [11]. Rumus perhitungan FD dimuat pada Persamaan 1 dan kebalikannya dituliskan dalam Persamaan 2.

|  |  |
| --- | --- |
| $X\left[k\right]= \sum\_{i=0}^{N-1}x \left[n\right] W\_{N}^{kn} $  | (1) |
| $X\left[n\right]= \frac{1}{N }\sum\_{K=0}^{N-1}X\left[k\right]W\_{N}^{kn}, n=0,1,…, N-1$  | (2) |

Diketahui bahwa $W\_{N}^{kn}=e \frac{2πjnk}{N}$ adalah *twiddle factor*.

1. *K-Nearest Neighbor*

KNN merupakan jenis *machine learning* yang paling sederhana [12]. Metode KNN termasuk algoritma *supervised*, yang menggabungkan data baru dengan data yang sudah ada sebelumnya untuk mendapatkan pola data terbaru [13]. Klasifikasi dengan metode KNN dilakukan dengan melihat data terdekat terhadap objek antara informasi *training* dan informasi *testing*, atau ditentukan oleh data pembelajaran jarak terdekat $(K=1)$ yang disebut algoritma *nearest neighbor* [14]–[16]. Tidak ada cara khusus dalam mencari nilai K. Namun untuk mendapatkan nilai terbaik, klasifikasi dapat dilakukan dengan berbagai metode perhitungan [17]. Penelitian ini menggunakan perhitungan jarak *Euclidean, Manhattan (city block), Chebyshev, Minkowski,* dan *Hamming.* Formula yang digunakan dalam menghitung jarak terdapat pada Persamaan (3) sampai (7) [18]–[27].

|  |  |
| --- | --- |
| $d\_{Euc} \left(x,y\right)= \sqrt{\sum\_{i=1}^{n}(x\_{i}-y\_{i})^{2}}$ |  (3) |

|  |  |
| --- | --- |
| $d\_{Man} (x, y)=\sum\_{i=1}^{n}\left|x\_{i}\right.\left.-y\_{i}\right|$ |  (4) |

|  |  |
| --- | --- |
| $d\_{Che} \left(x,y\right)=max\_{i=1 }^{n} \left|x\_{i}\right.\left.-y\_{i}\right|$ |  (5) |

|  |  |
| --- | --- |
| $d\_{Min} \left(x,y\right)= \sqrt[q]{\sum\_{i=1}^{n}(x\_{i}-y\_{i})^{q}}$ |  (6) |

|  |  |
| --- | --- |
| $d\_{Ham} \left(x,y\right)= \sum\_{i=1}^{n}1\_{x\_{i}\ne y\_{i}}$ |  (7) |

Dimana $d (x , y)$ merupakan jarak antara data *training* $x\_{i}$ke data *testing* $y\_{i} $dengan power $q$. Gambar 2 menunjukkan algoritma KNN yang digunakan pada penelitian ini.



**Gambar 2.** Algoritma KNN

1. *Convolutional Neural Network*

CNN merupakan salah satu algoritma *deep learning* yang sebelumnya dikenal dengan LeNet saat pertama kali dikembangkan oleh Yann LeCun pada tahun 1988 [28]. CNN adalah algoritma yang dikembangkan dari *Multilayer Perceptron* (MLP) yang diciptakan khusus untuk dapat mengolah data dalam bidang *image processing* [29], [30].

Metode CNN merupakan algoritma *deep learning* yang saat ini memiliki performa terbaik dalam pengklasifikasian citra sebab algoritma CNN bekerja dengan cara meniru *visual cortex* manusia dalam mengenali dan mengolah sebuah citra [30]. Arsitektur CNN dimuat pada Gambar 3.



**Gambar 3.** Arsitektur CNN

Adapun algoritma CNN yang digunakan dalam penelitian ini, ditunjukkan pada Gambar 4.



**Gambar 4.** Algoritma CNN

1. *Confusion Matrix*

Penelitian ini menggunakan *confusion matrix* untuk pengevaluasian *system*. Untuk itu, dilakukan perhitungan guna mendapatkan hasil berupa nilai *precision, recall, F1-score* dan *accuracy* pada setiap performa perhitungan dari metode KNN dan CNN yang digunakan. Tabel 2 menunjukkan deskripsi sederhana dari *confusion matrix*. Formula perhitungan ditunjukkan pada Persamaan (8) sampai (11) [19] [20] [24], [31]–[33].

**Tabel 2.** Confusion Matrix

|  |  |
| --- | --- |
|  | Kategori Prediksi |
| *Positive* | *Negative* |
| Kategori Aktual | *Positive* | TP | FN |
| *Negative*  | FP | TN |

 *True positive* (TP) yaitu apabila data bernilai *positive* dan algoritma yang dihasilkan juga *positive*. *True Negative* (TN) yaitu apabila data bernilai *negative* dan algoritma yang dihasilkan juga *negative.* *False Positive* (FP) yaitu apabila data bernilai *negative*, tetapi algoritma yang dihasilkan *positive. False Negative* (FN) apabila data yaitu apabila data bernilai *positive*, tetapi algoritma yang dihasilkan *negative* [34].

1. *Precision* adalah rasio yang digunakan untuk menghasilkan data yang diprediksi benar saja. Formula perhitungan *precision* dapat dilihat pada Persamaan (8).

|  |  |
| --- | --- |
| $Precision=\frac{TP}{TP+FP}$ | (8) |

1. *Recall* merupakan perhitungan yang berguna untuk menghitung data *negative* yang dibandingkan dengan keseluruhan dataset yang diprediksi *positive.* Persamaan (9)dapat digunakan untuk mencari nilai *recall.*

$Recall=\frac{TP}{TP+FN}$ (9)

1. *F1- score* merupakan perhitungan yang fungsinya untuk mendapatkan persentase rata-rata dari *precision* dan *recall.* Formula perhitungan *F1-Score* dapat dilihat pada Persamaan (10).

$F1-Score=2 \frac{Precision.Recall}{Precision+Recall} $(10)

1. Perhitungan *accuracy* digunakan untuk mendapatkan hasil persentase *dataset* yang *positive* maupun *negative.* Persamaan (11) menunjukkan formula perhitungan dari *accuracy.*

$Accuracy=\frac{TP+TN}{TP+FN+TN+FP} $(11)

**HASIL DAN PEMBAHASAN**

Pengujian dilakukan menggunakan 480 citra dengan *scenario* pencahayaan yaitu citra gelap dan citra terang. Hasil yang diperoleh pada tiap pengujian dijabarkan pada uraian dibawah ini:

1. Hasil Klasifikasi FD-KNN

Pengujian klasifikasi menggunakan KNN terhadap lima jarak perhitungan yaitu *Euclidean, Manhattan, Chebyshev, Mikowski,* dan *Hamming* yang sebelumnya telah melalui proses ekstraksi fitur FD terlebih dahulu. Tabel 3 menunjukkan nilai fitur dari citra terang yang telah diekstraksi menggunakan *fourier descriptor.*

**Tabel 3.** Nilai fitur data latih dan uji

|  |  |
| --- | --- |
| Citra | Nilai Ekstraksi Fitur |
| 1 | 2 | 3 | … | 1022 | 1023 | 1024 |
| Kelor $(x\_{1})$ | 215 | 216 | 216 | … | 214 | 216 | 216 |
| Katuk $(x\_{2})$ | 239 | 237 | 242 | … | 241 | 238 | 236 |
| Kelor  | 220 | 222 | 220 | … | 212 | 213 | 213 |
| Katuk  | 231 | 232 | 232 | … | 222 | 224 | 223 |
| Katuk  | 223 | 226 | 226 | … | 202 | 207 | 201 |
| … | … | … | … | … | … | … | … |
| Kelor  | 218 | 220 | 220 | … | 221 | 220 | 219 |
| Katuk  | 226 | 223 | 225 | … | 210 | 210 | 214 |
| Kelor  | 219 | 218 | 217 | … | 228 | 226 | 229 |
| Kelor  | 219 | 219 | 221 | … | 209 | 210 | 210 |
| Citra | Nilai Ekstraksi Fitur |
| 1 | 2 | 3 | … | 1022 | 1023 | 1024 |
| Katuk  | 241 | 241 | 1240 | … | 231 | 231 | 231 |
| Kelor (y) | 222 | 218 | 220 | … | 220 | 220 | 222 |

Jika diberikan data *training* $(x\_{1})$ dan $(x\_{2})$ serta data testing $\left(y\right),$ maka perhitungan jarak menggunakan *Euclidean distance* dengan fitur FD dilakukan dengan cara berikut:

$$d\_{Euc} \left(x\_{1},y\right)= \sum\_{1}^{1024}(x\_{i}-y\_{i})^{2}=\sqrt{\left(215-222\right)^{2}+\left(216-218\right)^{2}+\left(216-220\right)^{2}+…+}$$

$$\sqrt{\left(220-214\right)^{2}+\left(218-216\right)^{2}+\left(219-216\right)^{2}}$$

$$=\sqrt{49+4+16+…+36+4+9}$$

$$=\sqrt{1387606}=1177,97$$

$$d\_{Euc} \left(x\_{2},y\right)= \sum\_{1}^{1024}(x\_{i}-y\_{i})^{2}=\sqrt{\left(239-222\right)^{2}+\left(237-218\right)^{2}+\left(242-220\right)^{2}+…+}$$

$$\sqrt{\left(241-220\right)^{2}+\left(238-218\right)^{2}+\left(236-219\right)^{2}}$$

$$=\sqrt{49+4+16+…+441+400+289}$$

$$=\sqrt{2718771}=1648,88$$

Dengan simulasi demikian, jika jarak yang dipilih adalah $K=1$, maka dapat disimpulkan bahwa citra *testing* $y $(daun kelor) lebih dekat (1177,97) dengan citra training $x\_{1}$ yang juga merupakan daun kelor. Sehingga citra uji tersebut diklasifikasikan sebagai daun kelor. Seluruh citra uji dihitung dengan proses yang sama menggunakan 5 jenis jarak sehingga hasil klasifikasi dituliskan dalam *confusion matrix* yang ditunjukkan pada Gambar 5.



**Gambar 5.** *Confusion matrix*

Dengan memiliki *confusion matrix* sebagaimana Gambar 5, maka dapat dihitung *precision, recall, f1-score,* dan *accuracy* berikut:

*Precision =*$ \frac{TP}{TP+FP}=\frac{22}{22+0}=1$

*Recall =* $\frac{TP}{TP+FN}=\frac{22}{22+0}=1$

*F1-Score =*$ 2 \frac{Precision.Recall}{Precision+Recall}=2 \frac{1.1}{1+1}=2 \frac{1}{2}=1$

*Accuracy =*$ \frac{TP+TN}{TP+FN+TN+FP}=\frac{22+26}{48}=1$

Dari hasil pengujian untuk klasifikasi citra daun herbal menggunakan metode *K-Nearest Neighbor* menggunakan 5 formula perhitungan jarak yaitu *Euclidean, Manhattan, Chebyshev, Mikowski,* dan *Hamming.* Pengujian tersebut didapatkan hasil akurasi pada kondisi citra gelap dan citra terang. Berdasarkan Tabel 4, akurasi tertinggi yang dihasilkan sebesar 100% pada citra gelap maupun citra terang, yang didapatkan saat menggunakan formula perhitungan *Euclidean, Manhattan,* dan *Mikowski.* Sedangkan untuk akurasi terendah dihasilkan saat menggunakan formula perhitungan *Hamming Distance* dengan tingkat akurasi sebesar 88% pada citra gelap, dan citra terang mendapatkan nilai akurasi sebesar 81%. Visualisasi hasil pengujian meliputi perbandingan dari nilai *accuracy, precission, recall* dan *F1-score* saat menggunakan metode KNN dengan ekstraksi fitur FD direpresentasikan pada Gambar 6 yang menunjukkan bahwa secara umum, jarak *Euclidean, Manhattan,* dan *Mikowski* memberikan hasil yang paling akurat.

**Tabel 4.** Hasil pengujian klasifikasi FD-KNN

|  |  |  |
| --- | --- | --- |
| Kondisi | Jarak | *Classification Report* |
| *Precision* | *Recall* | *F1-Score* | *Accuracy* |
| Gelap | *Euclidean* | 1.00 | 1.00 | 1.00 | 1.00 |
| *Manhattan* | 1.00 | 1.00 | 1.00 | 1.00 |
| *Chebyshev* | 0.96 | 0.95 | 0.96 | 0.96 |
| *Minkowski* | 1.00 | 1.00 | 1.00 | 1.00 |
| *Hamming* | 0.91 | 0.86 | 0.87 | 0.88 |
| Terang | *Euclidean* | 1.00 | 1.00 | 1.00 | 1.00 |
| *Manhattan* | 1.00 | 1.00 | 1.00 | 1.00 |
| *Chebyshev* | 0.96 | 0.96 | 0.96 | 0.96 |
| *Minkowski* | 1.00 | 1.00 | 1.00 | 1.00 |
| *Hamming* | 0.85 | 0.80 | 0.80 | 0.81 |



**Gambar 6.** Perbandingan performa FD-KNN

1. Hasil Klasifikasi FD-CNN

Pengujian pada tahap ini diawali dengan ekstraksi fitur FDkemudian dilakukan klasifikasi menggunakan CNN*.*  Untuk mendapatkan hasil klasifikasi secara maksimal, dilakukan pula perbandingan hasil klasifikasi menggunakan metode CNNdengan ekstraksi fitur dan tanpa ekstraksi fitur. Hasil klasifikasi citra daun menggunakan metode FD-CNN dan CNNditunjukkan pada Tabel 5.

**Tabel 5.** Hasil klasifikasi FD-CNN dan CNN

|  |  |  |
| --- | --- | --- |
| Klasifikasi | Kondisi | *Classification Report* |
| *Precision* | *Recall* | *F1-Score* | *Acurracy* |
| FD-CNN | Gelap | 0.98 | 0.98 | 0.98 | 0.98 |
| Terang | 0.96 | 0.96 | 0.96 | 0.96 |
| CNN | Gelap  | 0.98 | 0.98 | 0.98 | 0.98 |
| Terang  | 0.99 | 0.99 | 0.99 | 0.99 |

Berdasarkan Tabel 5, telah didapatkan hasil akurasi klasifikasi yang berbeda. Pengujian pada kondisi citra gelap menghasilkan akurasi sebesar 98% saat menggunakan metode FD-CNN maupun dengan metode CNN. Sedangkan pada kondisi citra terang, klasifikasi menggunakan FD-CNN mendapatkan hasil akurasi sebesar 96%, yang artinya lebih rendah dibandingkan dengan metode CNN tanpa ekstraksi fitur yang memperoleh tingkat akurasi sebesar 99%. Gambar 7 menunjukkan visualisasi pembelajaran algoritma FD-CNN menggunakan 20 *epoch*. Dapat dilihat bahwa pada pengujian citra gelap, proses pembelajaran dan validasi lebih sinkron dibandingkan dengan pengujan citra terang, dimana nilai akurasi yang diperoleh hampir mendekati 1 dan nilai *loss* mendekati 0. Adapun Gambar 8 menunjukkan proses pembelajaran *accuracy* dan *loss* dari algoritma CNN. Hasil *accuracy* pada citra terang menunjukkan bahwa hasil pembelajaran yang dilakukan cepat stabil dibandingkan pada citra gelap yang masih terjadi fluktuasi yaitu perubahan yang tidak teratur selama proses pembelajaran.



**Gambar 7.** Pembelajaran algoritma FD-CNN (20 *epoch*)

**

**Gambar 8.** Pembelajaran algoritma CNN (20 *epoch*)

**SIMPULAN DAN SARAN**

Berdasarkan hasil uji coba klasifikasi pada citra daun herbal, telah diperoleh kesimpulan yaitu saat menggunakan metode KNNdengan ekstraksi fitur FD.Akurasi tertinggi yang didapatkan sebesar 100% pada citra gelap maupun citra terang. Sedangkan untuk klasifikasi menggunakan metode CNN akurasi tertinggi dihasilkanpada citra terang yaitu sebesar 99%. Sedangkan saat menambahkan ekstraksi fitur FD padametodeCNN akurasi tertinggi didapatkan pada kondisi citra gelap yaitu 98%. Hal ini menunjukkan bahwa klasifikasi menggunakan metode KNN dengan ekstraksi fitur FDmenunjukkan kinerja yang lebih baik dibandingkan metode CNN dengan ekstraksi fitur FD maupun tanpa ekstraksi fitur.
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