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 **PENDAHULUAN**

Korosi merupakan proses elektrokimia antara permukaan logam dengan lingkungan. Korosi yang dapat menimbulkan kerugian besar di berbagai bidang indrusti kususnya pada minyak dan gas [1]–[3]. Masalah ini sebagian disebabkan oleh parameter operasi yang terkait dengan kimia air, atribut aliran, sifat dari material yang ada dan aktifitas dari mikrobiologi [4]. Korosi logam hasil dari reaksi elektrokimia redoks yang ditandakan dengan bagian yang disebut anodik yang bertanggung jawab atas oksidasi logam, dan bagian katodik yang membuat reduksi molekul oksigen dan air dari lingkungan yang ada [5], [6].

Korosi memiliki dampak ekonomi yang signifikan, karena membutuhkan biaya tinggi untuk perbaikan dan penggantian material yang rusak [7], [8]. Korosi ini patut diselidiki, karena masalah korosi ini memakan besar total biaya Perusahaan terutama penghasil minyak dan gas setiap tahunnya di dunia [9]. Biaya untuk penanganan korosi sendiri sekitar US$ 2,5 triliun per tahun [10]. Untuk mencegah terjadinya peristiwa korosi tersebut, kita dapat menghambat dengan inhibitor [7], [11].

Senyawa farmasi memiliki sifat kimia tertentu yang mampu menghambat atau mengurangi laju korosi pada material tertentu [7]. Mereka dapat membentuk lapisan pelindung pada permukaan material, mencegah reaksi korosif antara material dan lingkungan [4]. Penggunaan senyawa farmasi sebagai *inhibitor* korosi memiliki beberapa keuntungan, termasuk keberlanjutan lingkungan dan *biodegradabilitas* yang baik [7].

*Machine learning* (ML) merupakan cabang dari kecerdasan buatan yang memungkinkan sistem komputer belajar dari data dan pengalaman untuk melakukan tugas-tugas tertentu [12]. ML mampu memecahkan permasalahan dalam eksplorasi material anti korosi [13]. Dalam konteks prediksi dan analisis korosi, metode ML digunakan untuk mengembangkan model prediktif yang dapat memperkirakan tingkat korosi pada material berdasarkan atribut-atribut yang relevan [10]. Algoritma ML seperti *Gradient Boosting Regressor* (GBR) telah terbukti efektif dalam memodelkan hubungan kompleks antara atribut-atribut dan tingkat korosi [14], [15]. Algoritma tersebut mampu menghasilkan akurasi dengan nilai *coefficient of determination* (R2) dan *root mean square error* (RMSE) masing-masing sebesar 0.90 dan 0.02 [16]. Pada penelitian lain, model GBR diketahui lebih unggul dibandingkan model *support vector regression* (SVR) dan *k-nearest neighbor* (KNN) [17].

Implementasi fungsi *polynomial* terbukti meningkatkan kinerja algoritma NuSVR secara signifikan [18]. Oleh karena itu, pada penelitian ini mengimplementasikan fungsi *polynomial* untuk meningkatkan akurasi model dari algoritma GBR. Dalam memprediksi nilai efisiensi penghambatan korosi/*corrosion inhibiton efficiency* (CIE) dari senyawa *drugs* [19]. GBR dipilih karena terbukti lebih baik dari algoritma lainnya seperti SVR dan KNN [14]–[17].

**METODE**

**Dataset**

Pada penelitian ini, menggunakan dataset yang dipublikasikan yang berisikan 250 senyawa *drugs* dengan 10 deskriptor molekuler sebagai fitur [19]. Fitur -Fitur tersebut adalah *molecular weight* (MW), *acid dissociation constant* (pKa), *octanol-water partition coefficient* (log P), *water solubility* (log S), *polar surface area* (PSA), *polarizability* (α), *energy of highest occupied molecular orbital* (E-HOMO), *energy of lowest unoccupied molecular orbital* (E-LUMO), *electrophilicity* (ω), dan *the fraction electron shared* (∆N).

**Preprosesing**

Pada tahap preprosesing, dilakukan *data cleaning* untuk mengatasi *missing value* dan outlier. Selanjutnya, normalisasi data dilakukan untuk menghindari sensitifitas terhadap data melimpah atau terbatas sehingga menghilangkan perbedaan skala antar fitur dengan teknik *MinMaxScaler* [10], [12], [18].

**Model ML**

ML merupakan pendekatan statistik yang bertujuan untuk mengungkapkan korelasi antara variabel independen (fitur) dan dependen (target) [20]. Tahap awal penelitian ini adalah membandingkan kinerja model GBR pada variasi *split* data train dan test menggunakan teknik *cross-validation* *HoldOut* (HOCV) dan *K-Fold* (KFCV) [21], [22]. Pada HOCV, data displit dengan perbandingan rasio 80:20, 70:30, dan 60:40, sedangkan pada KFCV, data displit dengan variasi k = 3, 5, dan 10. Teknik ini dapat mengatasi masalah bias dan varian pada data [17].

Untuk menangani sensivitas terhadap ukuran data, teknik normalisasi *MinMaxScaler* digunakan [19]. Untuk memvalidasi keunggulan GBR, kami membandingkannya dengan model lain, yaitu NuSVR dan *random forest* (RF) [18], [23]. Tahap selanjutnya adalah mengimplementasikan fungsi polynomial pada model GBR untuk meningkatkan akurasi model prediksi [18], [24]. Kinerja model diukur oleh metrik R2 dan RMSE [25]. Ilustrasi model ML yang dikembangkan dapat dilihat pada Gambar 1.



**Gambar 1**. Pengembangan model ML

**HASIL DAN PEMBAHASAN**

**Hasil**

Kinerja prediksi model GBR, RF, dan NuSVR berdasarkan metrik evaluasi R2 dan RMSE serta distribusi data poin disajikan pada Tabel 1 dan Tabel 2. Pada Tabel 1, disajikan informasi mengenai hasil dari model yang diuji dengan menggunakan variasi split data (train-test) menggunakan teknik HOCV dengan rasio 80:20, 70:30, dan 60:40. Sedangkan pada Tabel 2 menyajikan split data menggunakan teknik KFCV.

**Tabel 1**. Kinerja model prediksi dengan HOCV

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| No | HOCV | Model | R2 | RMSE | Distribusi Data |
| 1. | 80:20 | GBR | 0.9932 | 0.017 |  |
| RF | 0.7911 | 3.055 |  |
| NuSVR | 0.0020 | 6.679 |  |
| 2. | 70:30 | GBR | 0.9952 | 0.015 |  |
| RF | 0.8231 | 2.925 |  |
| NuSVR | 0.0036 | 6.942 |  |
| 3. | 60:40 | GBR | 0.9988 | 0.008 |  |
| RF | 0.7222 | 3.666 |  |
| NuSVR | 0.0111 | 6.931 |  |

**Tabel 2.** Kinerja Model Prediksi dengan KFCV

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| No | Fold | Model | R2 | RMSE | Distribusi Data |
| 1 | 3 | GBR | 0.9985 | 0.007 |  |
| RF | 0.8590 | 0.079 |  |
| NuSVR | 0.3840 | 0.166 |  |
| 2 | 5 | GBR | 0.9970 | 0.010 |  |
| RF | 0.8690 | 0.068 |  |
| NuSVR | 0.4110 | 0.144 |  |
| 3 | 10 | GBR | 0.9950 | 0.013 |  |
| RF | 0.8660 | 0.076 |  |
| NuSVR | 0.3700 | 0.166 |  |

 Pada Tabel 3, informasi yang disajikan didalamnya adalah menampilkan perbandingan kinerja model GBR sebelum dan sesudah implementasi fungsi *polynomial*. Hal tersebut berdasarkan metrik R2 dan RMSE serta distribusi data poin.

**Tabel 3**. Perbandingan Kinerja Model GBR Sebelum Dan Setelah Implementasi Fungsi Polynomial

|  |  |  |  |
| --- | --- | --- | --- |
| Model | *Training* | *Testing* | Distribusi Data |
| R2 | RMSE | R2 | RMSE |
| GBR | 0.9988 | 0.008 | 0.9998 | 0.002 |   |
| GBR-Polynomial | 0.9998 | 0.002 | 0.9999 | 0.0003 |   |

Gambar 2 dan Gambar 3 menyajikan kurva pembelajaran model GBR untuk mengevaluasi sejauh mana model mampu melakukan generalisasi data.



**Gambar 2.** Kurva Pembelajaran Model GBR (HOCV, rasio 60:40)



**Gambar 3**. Kurva Pembelajaran Model GBR-Polynomial

Profil *feature importance* (fitur penting) disajikan pada Gambar 4. Ini dapat membantu menganalisis sejauh mana fitur-fitur dapat berpengaruh terhadap kinerja model.



**Gambar 4.** Analisis Fitur Penting

**Pembahasan**

Berdasarkan Tabel 1 dan Tabel 2, diketahui bahwa model GBR menunjukkan keunggulan performa prediksi dibandingkan model RF. Sedangkan SVR untuk penggunaan teknik HOCV dan KFCV. Berdasarkan metrik R2 dan RMSE. GBR memiliki nilai R2 yang paling tinggi dan RMSE yang terendah. Model yang baik adalah yang memiliki R2 tinggi dan RMSE rendah [17] [18]. Pada teknik split HOCV (Tabel 1), rasio 60:40 menjadi model GBR terbaik dengan R2 dan RMSE masing-masing sebesar 0.9988 dan 0.008. Sedangkan pada teknik split KFCV (Tabel 2), nilai k = 3 menjadi model GBR terbaik dengan R2 dan RMSE masing-masing sebesar 0.9985 dan 0.007. Secara keseluruhan, GBR dengan HOCV (rasio 60:40) merupakan model terbaik. Hal itu dapat dikonfirmasi pada visualisasi distribusi data poin yang cenderung paling mendekati *fitting line* (garis aktual). Keunggulan model GBR ini juga terlihat dari kemampuannya menangani bias dan varian. Sedangkan untuk mengantisipasi kemungkinan terjadinya *overfitting* maupun *underfitting* (Gambar 2), dimana model mampu melakukan pembelajaran secara optimal dan stabil [26].

Selanjutnya kami mengkombinasikan fungsi *polynomial* pada model GBR terbaik untuk melihat pengaruhnya terhadap kinerja prediksi. Hasilnya dapat dilihat pada Tabel 3. Diketahui bahwa implementasi fungsi *polynomial* pada model GBR dapat meningkatkan akurasi model dimana nilai R2 meningkat dari 0.9988 menjadi 0.9998 untuk data *training*. Dari 0.9998 menjadi 0.9999 untuk data *testing.* Serta nilai RMSE menurun dari 0.008 menjadi 0.002 untuk data training dan dari 0.002 menjadi 0.0003 untuk data *testing*. Hasil tersebut juga didukung oleh plot distribusi data poin prediksi yang mengikuti pola *fitting line*. Ini menunjukkan bahwa fungsi *polynomial* dapat membantu prediksi model GBR menjadi lebih akurat dalam memprediksi nilai CIE senyawa *drugs* yang diuji sehingga relevan dengan karakteristik sebenarnya [18]. Kombinasi fungsi *polynomial* pada model GBR juga tetap mempertahankan kemampuan model dalam menangani bias dan varian. Hal tersebut didukung oleh kurva pembelajaran pada Gambar 3, dimana model tetap optimal dan stabil selama proses pembelajaran.

Analisis terhadap fitur penting pada model GBR dilakukan untuk mengukur sejauh mana setiap fitur dapat berpengaruh besar terhadap kemampuan model dalam melakukan kinerjanya [27], [28]. Dari hasil analisis fitur penting (Gambar 4), dapat diamati bahwa deskriptor *the fraction electron shared* (∆N) dan energi HOMO tampil sebagai fitur yang paling bertanggungjawab terhadap performa model. Namun demikian, seluruh fitur menunjukkan korelasi positif terhadap target (CIE) yang diprediksi, hal ini tentu saja sangat mendukung kinerja model prediksi. Deskriptor molekuler menjadi faktor penting dalam pemodelan berbasis ML sebagai fitur *input* [17], [29], [30].

**SIMPULAN DAN SARAN**

Untuk memprediksi efisiensi penghambtan korosi oleh senyawa obat-obatan kadaluarsa (*drugs*), penulis mengusulkan teknik ML berbasis QSPR yang unggul. Berdasarkan nilai R2 dan RMSE, model GBR muncul sebagai model yang terbaik dibandingkan RF dan SVR. Implementasi fungsi *polynomial* pada model GBR ditemukan dapat meningkatkan akurasi model secara signifikan. Secara keseluruhan, penelitian ini memberikan sudut pandang lain dalam meningkatkan akurasi model ML untuk memprediksi kemampuan penghambatan korosi oleh senyawa *drugs*. Menjadi penting untuk dipertimbangkan pada penelitian selanjutnya, apakah model GBR dan implementasi fungsi *polynomial* juga menunjukkan kinerja yang relevan terhadap dataset dari senyawa lainnya sebagai inhibitor korosi. Selain itu, penting juga diimplementasikan teknik lain untuk meningkatkan akurasi model prediksi, seperti penerapan teknik *virtual sample generator* (VSG) misalnya.
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